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AB S T R A C T. This article describes a unirationality construction for general low degree complete
intersections in projective space which is based on a variety of highly tangent lines. Applied to
hypersurfaces, this implies that a general hypersurface of degree d ≥ 6 in projective n-space is unirational
as soon as n≥ 2(d−1)2d−5

, significantly improving classical bounds.

IN T R O D U C T I O N

Complete intersections of low degree in Pn are, from a variety of perspectives, simple; see [Kol01]
for a lucid discussion in this spirit. Classical results of Morin and Predonzan in [Mor42, Pre49]
provide one justification from a geometric point of view: A general complete intersection X ⊂ Pn

of multi-degree d over an algebraically closed field k is unirational whenever n≥ N(d), the bound
depending only on the multi-degree; see [Rot55, pp.44–46] for a classical source, but also [PS92]
for a concise modern exposition, and [Ram90] for an improved estimate of N(d). Harris, Mazur,
and Pandharipande later improve some of these results in [HMP98] by carefully relating Morin’s
unirationality construction to the geometry of linear spaces and show that, for k of characteristic 0,
every smooth hypersurface X ⊂ Pn degree d is unirational once n≥ N ′(d), the original lower bound
being much larger than N(d). More recently, Beheshti and Riedl show, as a consequence of their
work on the de Jong–Debarre conjecture in [BR21], that one may take N ′(d) = 2d!; comparing the
functions appearing in [Ram90, Theorem 2] and [BR21, Corollary 4.4] shows that Ramero’s estimate
for N(d) is smaller, but asymptotically grows as 2d!.

The purpose of this article is to describe an entirely different unirationality construction for general
complete intersections in Pn over any algebraically closed field k. In the case of hypersurfaces, it gives
a lower bound n≥ n(d) which is significantly smaller than any that has come before, addressing a
question of Harris–Mazur–Pandharipande in [HMP98, 1.2.2]:

Theorem. — A general hypersurface of degree d ≥ 6 in Pn is unirational as soon as n≥ 2(d−1)2d−5
.

This is a combination of 1.14 and the estimate 2.15. The result stated here is a neat, but rather
coarse estimate of the bound n(d) appearing in the general construction: For instance,

n(10) = 192 884 152 577 980 851 363 553 858 004 926 940 342 106 493 833 715 693 762 179

which is a bit less than 2197. In contrast, Ramero’s bound gives N(10)≈ 2171551. Further values of
n(d) for small degree d are given at the beginning of §2.

Despite the significantly smaller bound, there remains an immense gulf in the degree ranges
between unirationality and other properties of hypersurfaces. For instance, over a field of char-
acteristic 0, smooth hypersurfaces of degree d in Pn are rationally connected as soon as n ≥ d by
[KMM92, Cam92], and it is an important open question to decide whether or not all of these are
unirational. In an opposing direction, the recent breakthroughs [Sch19, Sch21, NO22] regarding
rationality of hypersurfaces show that they are stably irrational whenever n≤ 2d+3. Encouragingly,
however, this result does appear to narrow the chasm between unirationality and arithmetic prop-
erties of hypersurfaces: Birch classically showed in [Bir62] that a smooth degree d hypersurface
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X ⊂ Pn over Q satisfies the Hasse principle as soon as n ≥ d2d ; Wooley later showed in [Woo98]
that X is locally soluble as soon as n≥ d2d

, so that a general such X has many rational points in this
degree range. Although still exponentially apart, these ranges are becoming tantalizingly similar.

In brief, the construction of Morin and Predonzan begins with linear projection centred in an
r-plane contained in the general multi-degree d = (d1, . . . , dc) complete intersection X ⊂ Pn, yielding
a fibration eX → Pn−r−1 whose generic fibre X ′ is a complete intersection of multi-degree (d1 −
1, . . . , dc − 1) in a Pr+1. With an appropriate choice of r and n depending on d, it is possible to find
a suitable base change of X ′ that carries a large linear space, allowing the argument to proceed
inductively. Instead, the construction here is based on the fact that, for a general hypersurface X ⊂ Pn

of degree d, its space of penultimate tangents

X ′ = {(x , [ℓ]) : ℓ ⊂ Pn a line intersecting X at x with multiplicity ≥ d − 1}

is a family of complete intersections of multi-degree d′ ··= (d − 2, d − 3, . . . , 1) generically over X ;
furthermore, there is a dominant rational map X ′ ¹¹Ë X sending (x , [ℓ]) to the residual point of
intersection x ′ = X ∩ ℓ− (d − 1)x . Induction on the set of all multi-degrees endowed with a suitable
partial ordering implies that the general fibre of X ′→ X is unirational; restricting X ′ over a sufficiently
large and general linear space then implies X is unirational. Details are given in §1.

In a sense, this parameterization is even more classical than that which is more popularly known,
as it is a common generalization of unirationality constructions for: cubics in [CG72, Appendix B] and
[Mur72, §2]; quartics as due to B. Segre, a refinement of which is described in [IM71, §9]; quintics as
due to Morin in [Mor38]; and Enriques’s parameterization for a complete intersection of a quadric and
cubic in [Enr12] is in the same spirit. One possible reason as to why this unirationality construction
has not been previously described in general is that, even if one only wished to parameterize
hypersurfaces, the inductive argument requires one to consider all complete intersections. Happily, the
added complexity affords a surprisingly efficient parameterization; perhaps even more interestingly,
equations of the fibres of X ′ → X often inherit special structure from those of X , making this
construction applicable in more general settings: see the companion paper [Che25b].

Two improvements to the results presented here are the most tantalizing: First is to make the
generality condition on X explicit—which only intervenes in 1.11 to ensure that the general fibre
of X ′→ X is a complete intersection. One solution would be to establish a version of the de Jong–
Debarre conjecture regarding schemes of lines in complete intersections, as already formulated in
[Can21] for instance; a result similar to that of Beheshti–Riedl in [BR21] would give a bound with the
same asymptotics as n(d). Second, substantial improvements to n(d) may come about by restricting
X ′→ X to subschemes other than just linear subspaces: for instance, in his parameterization of a
(2,3) complete intersection X ⊂ P5, Enriques restricts X ′ over a non-linear rational surface Y ⊂ X ;
see [IP99, §10.1] for some more examples.

Acknowledgements. — I was partially supported by a Humboldt Postdoctoral Research Fellowship
during the preparation of this work.

1. UN I R AT I O N A L I T Y C O N S T R U C T I O N

This section presents the unirationality construction, with the result summarized in 1.14. This
parameterization may be extracted from the more general construction made in the companion
paper [Che25b, §§4–7], but it appears worthwhile to specialize the situation to unadorned complete
intersections in projective space, in which matters simplify drastically. Throughout, all schemes are
defined over a fixed algebraically closed base field k.
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1.1. — The basic constructions featuring in the unirationality construction—and also why it is essen-
tial to formulate matters globally and in families—are best illustrated with a degree d hypersurface
X ··= V( f ) ⊂ Pn. Fix a point z ∈ X and choose coordinates x = (x0 : · · · : xn) so that z = (0 : · · · : 0 : 1),
at which point the defining equation may be expanded as

f (x0, . . . , xn−1, xn) = fd(x0, . . . , xn−1) + fd−1(x0, . . . , xn−1)xn + · · ·+ f1(x0, . . . , xn−1)x
d−1
n

where each fi is homogeneous of degree i in the first n coordinates. The space of lines in Pn passing
through z is given by a projective space F1(Pn; z)∼= Pn−1 where coordinates may be chosen so that a
point y ··= (y0 : · · · : yn−1) corresponds to the parameterized line ℓy ⊂ Pn given by

ϕy : P1→ Pn : (s : t) 7→ (y0 · s : · · · : yn−1 · s : t).

As a subscheme of ℓy , its intersection with X is thus the zero locus of the degree d polynomial

ϕ∗y( f ) =
∑d

i=1
fi(y0 · s, . . . , yn−1 · s)td−i =

∑d

i=1
fi(y0, . . . , yn−1)s

i td−i .

Vanishing of the td coefficient reflects the fact that ℓy and X always meet at z = ϕy(0 : 1), and those
meeting X to order ≥ k at z are characterized by the vanishing of the si td−i coefficients for i < k:

Tank(X ; z) ··= {[ℓy] ∈ F1(P
n; z) : multz(ℓy ∩ X )≥ k} ∼= {y ∈ Pn−1 : fi(y) = 0 for i = 1, . . . , k− 1}.

For example, Tan1(X ; z) is the projectivized tangent space of X at z whereas Tand+1(X ; z) = F1(X ; z)
is the space of lines in X passing through z. Of particular interest here is the case k = d − 1:

PenTa(X ; z) ··= Tand−1(X ; z) = {[ℓy] ∈ F1(P
n; z) : multz(ℓy ∩ X )≥ d − 1}.

Such lines are called penultimate tangents to X at z, and their interest rests upon the fact that,
whenever ℓy ̸⊆ X , there is a unique residual point of intersection given by z′ ··= ℓy ∩ X − (d − 1)z.
Whenever d ≥ 2, this provides a rational map resz : PenTa(X ; z) ¹¹Ë X which, in terms of the
coordinates and equations above, may be explicitly described as

resz : {y ∈ Pn−1 : fi(y) = 0 for i = 1, . . . , d − 2} ¹¹Ë {x ∈ Pn :
∑d

i=1
fi(x0, . . . , xn−1)x

d−i
n = 0}

y = (y0 : · · · : yn−1) 7−→ (y0 · fd−1(y) : · · · : yn−1 · fd−1(y) : − fd(y)).

Taken individually, resz is never dominant when d ≥ 3 for dimension reasons. However, by varying
z along a sufficiently large linear space P ⊆ X , these constructions often yield a dominant rational
map res: X ′ → X from a family X ′ → P of schemes of multi-degree d′ ··= (d − 2, . . . , 2, 1) in Pn−1.
Unirationality of X may then be reduced to that of the fibres of X ′→ P, and this is simpler in that
the maximal degree of the defining equations in the family has dropped.

1.2. — The first half of this section carries out the constructions of 1.1 for families of complete
intersections. To set notation and terminology, given a finite multi-set of positive integers d= (d1 ≤
· · · ≤ dc), a family of schemes of multi-degree d in Pn refers to a closed subscheme X in a Pn-bundle
π: PV → S cut out by a section σ : OPV →E of a locally free OPV -module which, over affine open
subschemes U ⊆ S, is of the form

E|ρ−1(U)
∼=
⊕c

i=1
Oρ(di).

When X is flat over S of relative dimension n − c, it is additionally called a family of complete
intersections of multi-degree d. An r-planing of a closed subscheme X ⊆ PV is a projective subbundle
P ··= PU contained in X , where U ⊆ V is a subbundle of rank r + 1; the pair P ⊆X will also be
referred to as a family of r-planed schemes.
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1.3. Pointed lines. — Given a familyX of multi-degree d schemes in a projective bundleπ: PV → S,
view its space of pointed lines

X1 ··= {(x , [ℓ]) ∈ X ×S F1(X /S) : x ∈ ℓ} ,→ Flag(1, 2;V )∼= P(Tπ ⊗Oπ(−1))

as a closed subscheme of the space of pointed lines in PV . Projection onto the point x identifies
the latter as the projective bundle of lines on the relative tangent bundle of π, so X1 may also be
regarded as a closed subscheme of the projective bundle over X on T ··= Tπ ⊗Oπ(−1)|X , wherein
X1 has a canonical structure as a family of schemes of multi-degree

d1 ··= (d ′ ∈ Z : 0< d ′ ≤ d for d ∈ d).

This may be seen locally upon arguing as in 1.1. Globally, note that the equations of X1 in
all of Flag(1,2;V ) are the pullback of those of the relative Fano scheme of lines F1(X /S) in the
Grassmannian bundle G(2,V ); that is, writing prx and prℓ for the projections out of the flag variety,
they are given by the section pr∗

ℓ
prℓ,∗ pr∗x σ. Evaluation along prℓ provides a canonical map

ξ: pr∗ℓ prℓ,∗ pr∗x E → pr∗x E

with the property that ξ ◦ pr∗
ℓ

prℓ,∗ pr∗x σ = pr∗x σ are the equations of PT in Flag(1, 2;V ). Thus the
restriction of pr∗

ℓ
prℓ,∗ pr∗x σ thereon factors through a section

σ1 : OPT →E1 ··= ker(ξ: pr∗ℓ prℓ,∗ pr∗x E → pr∗x E )|PT

which cuts out X1 in PT . To see this is of the required form, observe that, over an affine open
subscheme U ⊆ S, X1 is cut out in Flag(1, 2;V ) by a section of

pr∗ℓ prℓ,∗ pr∗x E|G(2,V )×S U
∼=
⊕

d∈d Symd(S ∨)|G(2,V )×S U

where S is the tautological subbundle of rank 2. The tautological subbundle fits into a canonical
short exact sequence with line bundle sub and quotient which, when restricted to the projective
bundle ρ : PT →X , takes the form

0→Oρ(1)→S ∨→ ρ∗Oπ(1)→ 0.

Over any affine open V ⊂ PV |U ∼= Pn
U , Oπ(1)|V ∼= OV and this sequence splits, and so the section σ1

defining X1 takes values in a bundle of the form

E1|PT ×PV V
∼=
⊕

d∈d ker(Symd(Oρ(1)⊕OPT )→OPT )|PT ×PV V
∼=
⊕

d∈d

⊕

0<d ′≤d
Oρ(d ′)|PT ×PV V .

1.4. Penultimate tangents. — Unlike the hypersurface case discussed in 1.1, the scheme of penul-
timate tangents to a complete intersection X = H1 ∩ · · · ∩ Hc ⊂ Pn generally has several different
components, possibly of different multi-degrees, depending on how the given line intersects each
constituent hypersurface Hi . One way to single out a component is to distinguish one of the hyper-
surfaces containing X , say Hc, and consider those lines that are contained in Hi for 1 ≤ i < c and
which is a penultimate tangent to Hc .

To implement this with a family X of multi-degree d schemes in a Pn-bundle π: PV → S, observe
that the equations of X in PV are canonically filtered by degree. In particular, for dc the maximal
degree in d, E carries a canonical subbundle of the form

Oπ(dc)⊗π∗M ⊆ E

for the locally free OS-moduleM ∼= π∗(E ⊗ Oπ(−dc)). View µ: PM → S as the linear system of
degree dc hypersurfaces in PV containing X . On the product PT ×S PM , the tautological line
subbundle Oµ(−1) induces a sequence of subbundles

pr∗1 E1 ⊇ ker
�

Symdc (S ∨)→ ρ∗Oπ(dc)
�

⊠Oµ(−1) ⊇
�

S ∨ ⊗Oρ(dc − 1)
�

⊠Oµ(−1)
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where S is the restriction to PT of the tautological subbundle of rank 2 on Flag(1,2;V ): Over
points [ f ] ∈ PM , local sections of the rank dc subbundle in the middle give the homogeneous
components ( fdc

, fdc−1, . . . , f1) as in 1.1 which are part of the defining equations of X1 in PT .
Individual components fi may be accessed via the filtration on Symdc (S ∨) induced by the short exact
sequence displayed at the end of 1.3. Since Oρ(1) gives the fibre coordinate, the maximal degree
components ( fdc

, fdc−1) are local sections of the deepest rank 2 subbundle, which takes the form
S ∨ ⊗Oρ(dc − 1), giving the rightmost rank 2 above. The composition

σ1 : O → E1 ··= pr∗1 E1/(S ∨ ⊗Oρ(dc − 1))⊠Oµ(−1)

of pr∗1σ1 with the quotient map pr∗1 E1→E1 therefore yields a section whose zero locus is the desired
component of penultimate tangents.

For later use, additionally assume that an r-planing P ⊆X is given. Let

S′ ··=P ×S PM and PV ′ ··= PT ×X S′ = PT |P ×S PM

so that the second projection π′ : PV ′ → S′ exhibits the fibre product as the projective bundle on
V ′ ··= ν∗(T |P )where ν: S′→P is the first projection. View PV ′ as a closed subscheme of PT ×SPM
and let σ′ : OPV ′ →E ′ be the restriction of the section σ1 above. The scheme of penultimate tangents
associated with X over P is the vanishing locus

X ′ ··= PenTa(X )|P ··= V(σ′ : OPV ′ →E ′) ⊆ PV ′

of the section σ′ in PV ′. All of this data fits into a commutative diagram of schemes

pr−1
1 (X1|P ) X ′ PV ′ S′

X1|P PT |P P X PV S .

⊆ ⊆
π′

pr1 ν

ρ
⊆ ⊆ π

The defining equations σ′ of X ′ are essentially a subset of the equations σ1 defining X1, whence
the containment relation in the top left. This relationship between X ′ and X1 further means that
the multi-degree d1 structure on X1 induces a multi-degree d′ structure on X ′:

1.5. Proposition. — In the above setting, the scheme X ′ of penultimate tangents is a family of
multi-degree d′ schemes in π′ : PV ′→ S′, where d′ ··= d1 \ (dc , dc − 1). ■

1.6. Residual point map. — As in the single hypersurface case in 1.1, an important feature of the
familyX ′→ S′ of penultimate tangents associated with P ⊆X is that it carries a residual point map

res: X ′ \ pr−1
1 (X1|P )→X

defined away from the locus of lines completely contained in X . To construct this map globally,
continue with the notation in 1.4, and observe that the section pr∗1σ1 : OPV ′ → pr∗1 E1 defining X1 in
PT pulled back to X ′ factors through a section giving the remaining components ( fdc

, fdc−1)

τ: OX ′ → (S ∨ ⊗Oρ(dc − 1))⊠Oµ(−1).

At a point ofX ′ corresponding to a penultimate tangent ℓ ⊂ Pn at a point z in a multi-degree d scheme
X ⊆ Pn contained in a distinguished degree dc hypersurface H ⊇ X , this section gives the degree dc

polynomial on ℓ defining ℓ∩H. Twisting by Oρ(1− dc)⊠Oµ(1) factors out the (dc − 1)-fold zero at
z ∈ ℓ∩H, at which point τmay be viewed as a family of linear forms on lines in the ambient projective
bundle PV . Composing τ with the wedge product isomorphism S ∨ ∼= S ⊗Oρ(1)⊗ρ∗Oπ(1), which
sends a linear form to its zero locus, yields a section

τ′ :
�

Oρ(−dc)⊗ρ∗Oπ(1)
�

⊠Oµ(1)→ pr∗1S
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whose value at a point of X ′ as above is thus the residual point of intersection between ℓ and H.
Finally, including pr∗1S into the pullback of V provides a map to X ⊆ PV which is defined at points
where τ′ does not vanish which, from the description so far, are points of X ′ where ℓ ̸⊆ H: that is,
this map is defined away from the locus pr−1

1 (X1|P ) ⊆X ′.
The next statement ensures that res may be viewed as a rational map on X ′ whenever the family
X1 of pointed lines has its expected relative dimension dimPT − rankE1 = n− 1−

∑

d∈d d, over
P , notation as in 1.3, and shows furthermore that it shall be dominant once r is sufficiently large
compared to d. Below, a property is said to hold fibrewise in a family over S if the property holds
upon restriction to each closed point of S.

1.7. Proposition. — Let P ⊆X be a family of r-planed multi-degree d complete intersections over S.
If X1|P has its expected dimension n+ r − 1−

∑

d∈d d fibrewise over S and

r ≥ r0(d) ··=
∑

d∈d
(d − 1)− 1=
∑

d∈d
d − c − 1,

then the residual point map res: X ′ ¹¹ËX exists and is dominant fibrewise over S.

Proof. Fibrewise over S, X ′ is obtained from X1 by omitting two relatively ample divisors, so the
hypothesis thatX1 is of expected dimension implies the same forX ′, and it follows from the analysis
of 1.6 that the residual point map res: X ′ ¹¹Ë X is defined on a dense open, and even that its
indeterminacy locus does not contain any fibre over S. Therefore, since the statement is fibrewise
over S, it suffices to consider the case S = Speck. For the remainder of the proof, let P ⊆ X be an
r-planed complete intersection of multi-degree d= (d1 ≤ · · · ≤ dc) in Pn over k.

Fix a presentation X = H1 ∩ · · · ∩Hc where Hi is a hypersurface of degree di . Let

X ′ ··= {(z, [ℓ]) ∈ P × F1(P
n) : z ∈ ℓ, multz(ℓ∩Hc)≥ dc − 1, and ℓ ⊂ Hi for 1≤ i ≤ c − 1}

be the scheme of penultimate tangents over P with respect to Hc; namely, this is the restriction of X ′

from 1.4 over the closed subscheme P × {Hc} ⊆ S′ so that the distinguished degree dc hypersurface
is precisely Hc. It suffices to show that the restricted residual point map res: X ′ ¹¹Ë X is dominant.
Toward this, consider, for each point y ∈ X \ P, the locus

Zy ··= {z ∈ P : multz(ℓy,z ∩Hc)≥ dc − 1 and ℓy,z ⊂ Hi for 1≤ i ≤ c − 1}

where ℓy,z is the line between y and z. Then res is dominant if and only if the open subset Z◦y ⊆ Zy

parameterizing lines intersecting Hc at z with multiplicity exactly dc − 1 is nonempty for general y .
Observe first that the hypothesis on r ensures that each Zy is non-empty; in fact, the following gives
a dimension estimate by exhibiting it as an intersection of ample divisors in P:

1.8. Lemma. — dim Zy ≥ r − r0(d) for all y ∈ X \ P.

Proof. Identify P with the space of lines through y in the (r+1)-plane Py ··= 〈y, P〉. Linear projection
centred of Py at y may then be viewed as a rational map Py ¹¹Ë P. Resolve this into a morphism
a : ePy → P on the blowup b : ePy → Py at y , whereon a exhibits ePy as the projective bundle on

E ∼= OP ⊕OP(−1) ⊆ OP ⊗H0(Py ,OPy
(1))∨

in which OP corresponds to the point y ∈ Py and OP(−1) is the tautological line subbundle in the
subspace corresponding to P ⊂ Py . For each i = 1, . . . , c, let Hi,y ··= Hi ∩ Py and observe that its total
transform b−1(Hi,y) is a family of degree di schemes over P defined in ePy by a section

σi : OP → Symdi (E∨)∼= Symdi (OP ⊕OP(1)).
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Each line bundle summand corresponds to a coefficient of the equation of Hi,y restricted to the line
ℓy,z = PEz as a function of z ∈ P; thus Zi,y ··= V(σi) parameterizes points z ∈ P for which ℓy.z ⊂ Hi,y .
Some components of σi vanish for a priori reasons: Write (s : t) for local fibre coordinates of PE
so that z = (0 : 1) and y = (1 : 0) on ℓy,z = PEz. Since ℓy,z intersects Hi,y at both y and z, the
coefficients of tdi and sdi vanish, and so

codim(Zi,y ⊆ P)≤ rank Symdi (E∨)− 2= di − 1.

The condition on Hc,y requires only that ℓy,z intersect it at z with multiplicity dc −1, meaning that
the scheme of interest is, rather than Zc,y , the potentially larger locus

Z ′c,y
··= {z ∈ P : multz(ℓy,z ∩Hc,y)≥ dc − 1}.

This is cut out by the vanishing of all components ofσc other than that corresponding to the coefficient
of sdc−1 t, so codim(Z ′c,y ⊆ P)≤ dc − 2. Since Zy = Z1,y ∩ · · · ∩ Zc−1,y ∩ Z ′c,y , the estimates give

dim Zy = dim P − codim(Zy ⊆ P)

≥ dim P −
∑c−1

i=1
codim(Zi,y ⊆ P)− codim(Z ′c,y ⊆ P)

≥ r −
�∑c

i=1
(di − 1)− 1
�

= r − r0(d). ■

Observe now that Z◦y =∅ if and only if, for each z ∈ Zy , the line ℓy,z intersect Hc with multiplicity
at least dc at z. Since ℓy,z also intersects Hc at y, this implies that ℓy,z is contained in Hc, whence
also X . Therefore, if Z◦y =∅ for general y ∈ X \ P, then there is a rational map

{(y, z) ∈ (X \ P)× P : z ∈ Zy} ¹¹Ë X1|P : (y, z) 7→ (z, [ℓy,z]).

Fibres of this map are contained in the points of the lines ℓy,z and so have dimension at most 1.
Combined with the dimension estimate 1.8, this gives

dim X1|P ≥ dim X + dim Zy − 1≥ n+ r −
∑c

i=1
di .

Comparing with the expected dimension hypothesis on X1|P yields a contradiction. Therefore Z◦y ̸=∅
for general y ∈ X , meaning that res: X ′ ¹¹Ë X is dominant. ■

1.9. Generic families. — One way to verify the expected dimension hypothesis of 1.7 is to ensure
that the given family P ⊆X of r-planed multi-degree d schemes is sufficiently generic. To make
sense of this, suppose that it is defined a Pn-bundle over an integral base S. Trivializing the family
over a dense open S◦ ⊆ S provides a classifying morphism from S◦ to the parameter space

Incn,r,d ··= {([U], [σ]) ∈ G(r + 1, n+ 1)×Hn,d : PU ⊆ Xσ ⊆ Pn}

where Hn,d ··=
∏

d∈d PH0(Pn,OPn(d)) is the parameter space for schemes of multi-degree d in Pn.
View such a classifying morphism as a rational map [P ⊆ X ]: S ¹¹Ë Incn,r,d. Different choices of
trivialization result in classifying maps that differ by linear automorphisms of the target, so whether
or not the map is dominant is independent of any choices. As such, it makes sense to call the family
P ⊆X generic if any such classifying map is dominant.

The next statement shows that genericity propagates along the pointed lines and penultimate
tangents constructions. For this, observe that the given r-planing P ⊆X induces canonical (r − 1)-
planings P1 ⊆ X1|P and P ′ ⊆ X ′ of the families of pointed lines and of penultimate tangents,
respectively. For pointed lines, note that the twisted tangent bundle ofP provides a rank r subbundle

TP ⊗Oπ(−1) ⊆ TPV ⊗Oπ(−1)|P = T |P
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whose associated projective bundle P1 is contained in X1|P ; geometrically, P1 parameterizes
pointed lines (x , [ℓ]) where ℓ ⊆ P . For penultimate tangents, take P ′ ··=P1 ×P S′ and observe that
pr−1

1 (X1|P ) ⊆X ′ as in the diagram preceding 1.5. With this structure, the statement is:

1.10. Proposition. — LetP ⊆X be a generic r-planed family of multi-degree d schemes in a Pn-bundle
π: PV → S over an integral base S. Then the associated families P1 ⊆X1|P of pointed lines over P
and P ′ ⊆X ′ of penultimate tangents over S′ ··=P ×S PM are also generic.

Proof. Locally on S, the family P ⊆X is pulled back from the tautological family over Incr,n,d. The
constructions of the family of pointed lines and penultimate tangents from 1.3 and 1.4 are invariant,
so commute with base change, meaning that the two families P1 ⊆ X1|P and P ′ ⊆ X ′ are also
pulled back from their counterparts over the parameter space. Therefore it suffices to consider the
universal case where S = Incr,n,d and P ⊆X ⊆ Pn × S is the tautological family.

For the classifying map [P1 ⊆X1|P ]: P ¹¹Ë Incr−1,n−1,d1
associated with the family of pointed

lines, fix a closed point z ··= PL ∈ Pn and consider the space

Pz ··= {([U], [σ]) ∈ G(r + 1, n+ 1)×Hn,d : z ∈ PU ⊆ Xσ ⊆ Pn},

viewed as a closed subvariety of P , parameterizing pairs containing z. For a general choice of z, the
classifying map is defined on an open subscheme of Pz , and its restriction thereon may be explicitly
described as follows: Choosing coordinates x = (x0 : · · · : xn) on Pn and y = (y0 : · · · : yn−1) on its
space of lines F1(Pn; z)∼= Pn−1 through z = (0 : · · · : 0 : 1), as in 1.1, and expanding each component
σ = ( fd : d ∈ d) of the defining equations as

fd(x0, . . . , xn) = fd,d(x0, . . . , xn−1) + fd,d−1(x0, . . . , xn−1)xn + · · ·+ fd,1(x0, . . . , xn−1)x
d−1
n

for fd,d ′ homogeneous of degree d ′ in the first n coordinates, the classifying map takes the form

Pz ¹¹Ë Incr−1,n−1,d1
: ([U], [( fd : d ∈ d)]) 7→ ([U/L], [( fd,d ′ : d ∈ d, 0≤ d ′ ≤ d)]).

Since the scheme of r-planes in V( fd : d ∈ d) ⊆ Pn through z is isomorphic to the scheme of (r − 1)-
planes in V( fd,d ′ : d ∈ d, 0< d ′ ≤ d) ⊆ Pn−1, it is clear from this description that even this restricted
classifying map is dominant.

Since the family of penultimate tangents is obtained from the family of pointed lines by omitting
one equation each of degrees dc and dc − 1, the associated classifying map may be factored as

[P ′ ⊆X ′]: S′ ¹¹Ë Incr−1,n−1,d1
−→ Incr−1,n−1,d′

where the first map is the classifying map for the family of pointed lines pulled back to S′, and the
second is induced from the projection Hn−1,d1

→ Hn−1,d′ . This is dominant because each constituent
map is: dominance of the former was just established, whereas the latter is even surjective, with the
fibre over a point ([U], [σ′]) ∈ Incr−1,n−1,d′ isomorphic to the bi-projective space on the vector space

{(gdc
, gdc−1) : gdc

|PU = 0 and gdc−1|PU = 0} ⊆ H0(Pn−1,OPn−1(dc))×H0(Pn−1,OPn−1(dc − 1))

parameterizing the missing components of σ′. ■

With this, the following ensures that for a generic family of r-planed multi-degree d schemes in
Pn, the associated families of pointed lines and penultimate tangents will be generically complete
intersections whenever n is sufficiently large compared to r and d:
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1.11. Proposition. — Let P ⊆ X be a generic family of r-planed multi-degree d = (d1 ≤ · · · ≤ dc)
schemes in a Pn-bundle over an integral base S. Assuming d ̸= (1, . . . , 1, 2) and r ≥ 1, if

n≥ n0(d, r) ··= r +
1
r

c
∑

i=1

�

�

di + r
r

�

− 1

�

,

then the general fibre of X1|P → P , respectively X ′ → S′, is a complete intersection in Pn−1 of
multi-degree d1, respectively d′.

Proof. First, for multi-degrees of the form d ̸= (1, . . . , 1, 2) and any r ≥ 1, there is an inequality

r +
1
r

c
∑

i=1

�

�

di + r
r

�

− 1

�

≥ 2r − 1+#d1 = 2r − 1+
c
∑

i=1

di .

Indeed, rearrange and consider the equivalent inequality
c
∑

i=1

�

�

di + r
r

�

− rdi − 1

�

− r(r − 1)≥ 0.

Each summand vanishes for degrees di = 1 and is an increasing function in the di, and so the
inequality may be reduced to an explicit verification for the boundary cases d ∈ {(2,2), (3)}.

Since r ≥ 1, this inequality combined with the hypothesis implies n− 1−#d1 ≥ 0, and so the
tautological family over Hn−1,d1

is generically a complete intersection. Since the classifying map
P ¹¹Ë Incn−1,r−1,d1

is dominant by 1.10, the result for pointed lines would follow if the projection
Incn−1,r−1,d1

→ Hn−1,d1
were surjective. Geometrically, this means every multi-degree d1 scheme in

Pn−1 contains an (r − 1)-plane. This is equivalent to having every multi-degree d scheme in Pn being
covered in r-planes and the hypothesis on n guarantees this by [DM98, Corollaire 5.2(a)]. Similarly,
for penultimate tangents, the condition is for every scheme of multi-degree d \ {dc} ∪ {dc − 2} in Pn

to be covered by r-planes, and it is straightforward to verify that the requisite lower bound on n is
even smaller than that in the hypothesis. ■

1.12. Ordering and numbers. — The unirationality construction involves repeatedly replacing
a family of multi-degree d = (d1 ≤ · · · ≤ dc) schemes—whenever dc ≥ 2!—with their family of
penultimate lines, equipped with their multi-degree d′ scheme structure from 1.5. As such, the
construction proceeds inductively on the set ∆ of multi-degrees equipped with an unusual partial
ordering ⪯ determined by cover relations d′ ≺· d where d′ ··=∅ if dc = 1 and otherwise

d′ ··= (d ′ : 0< d ′ ≤ d for d ∈ d) \ (dc , dc − 1).

Since each cover relation d′ ≺· d either decreases the multiplicity of the maximal degree or the
maximal degree itself, it is straightforward to verify that ⪯ is, indeed, a partial ordering, and that
each interval [∅,d]∆ to the unique bottom element ∅ is totally ordered and finite.

To formulate the required numerical hypotheses for the unirationality construction, define two
functions r(d) and n(d, r) inductively in the argument d ∈∆ as follows: Let r ≥ −1 be an integer
and d= (d1 ≤ · · · ≤ dc) be a multi-degree. For base cases, set r(∅) ··= −2 and

n(1c , r) ··= r + c, n(1c−12, r) ··= 2r + c + 1, n(d,−1) ··= #d− 1, n(d, 0) ··= #d1,

where 1c is the multi-degree with d1 = · · · = dc = 1 where c = 0 is the case d = ∅, and 1c−12 is
analogous but with dc = 2. Let r ≥ 0 and d′ ≺· d ̸=∅ be a cover relation in ∆, and inductively set

r(d) ··=max{r0(d), r(d′) + 1} and n(d, r) ··=max{n0(d, r), n(d′, r − 1) + 1},

where r0(d) and n0(d, r) are defined as in 1.7 and 1.11, respectively, and the multi-degree in n(d, r)
additionally satisfies either dc ≥ 3 or dc−1 ≥ 2. With this:
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1.13. Proposition. — Let P ⊆X be a generic family of r-planed multi-degree d complete intersections
in a Pn-bundle over an integral base scheme S with r ≥ r(d). If n≥ n(d, r), then the general fibre of X
over S is unirational.

Proof. Induct on d = (d1 ≤ · · · ≤ dc) along the poset (∆,⪯), with base cases d ∈ {(1c), (1c−12)},
wherein X is either a projective bundle or a quadric over S with a nontrivial linear space, and every
fibre is even rational. Suppose that either dc ≥ 3 or dc−1 ≥ 2 and that the conclusion holds for the
multi-degree d′ ≺· d covered by d. The penultimate tangent construction from 1.4, together with 1.5
and 1.10, provides a generic family of (r − 1)-planed schemes of multi-degree d′ in a Pn−1-bundle
over the bi-projective bundle P ×S PM . This family is generic by 1.10. Since n− 1≥ n0(d′, r − 1),
1.11 provides a dense open subscheme S′ ⊆ P ×S PM over which the restricted family P ′ ⊆X ′ is a
complete intersection. Since r − 1≥ r0(d′), the inductive hypothesis applies; after replacing S′ by a
dense open, assume moreover that every fibre of X ′→ S′ is unirational. Finally, 1.7 ensures that the
residual point map res: X ′ ¹¹ËX exists and is dominant fibrewise over the dense image S◦ ⊆ S of
the dominant morphism S′ ⊆ P ×S PM → S. Since the fibres of S′→ S are rational, this implies the
fibres of X → S over S◦ are unirational. ■

Applying this to the universal family over the incidence correspondence Incr,n,d gives:

1.14. Theorem. — A general complete intersection of multi-degree d in Pn is unirational whenever

n≥ n(d) ··= n(d, r(d)). ■

2. D I M E N S I O N B O U N D S

The main result of this section is 2.15, which provides a doubly exponential upper bound on the
quantity n(d) ··= n(d, r(d)) appearing in 1.12. As may be seen from the initial values

n(3) = 4, n(4) = 9, n(5) = 22, n(6) = 160, n(7) = 20 376,

n(8) = 11 914 188 890, and n(9) = 8 616 199 237 736 295 920 955 120,

the constants in this bound are far from optimal, but the growth rate appears to be reasonably close
to the truth. It may be interesting to note that the double exponential primarily stems from growth
in the length of the interval [∅, d]∆ in the poset introduced in 1.12 between the empty multi-degree
and the degree d. Various statements in this section require explicit numerical verification; Python
code implemented for this purpose may be found at the repository [Che25a].

2.1. Multiplicity sequences. — For the purposes of this section, it will be convenient to represent a
multi-degree d ··= (d1 ≤ · · · ≤ dc) by its multiplicity sequence

µ ··= (µd : d ≥ 1) where µd ··= #{i : di = d}.

The multiplicity sequence µ′ ··= (µ′d : d ≥ 1) associated with the multi-degree d′ ··= d1 \ {dc , dc − 1}
from 1.5 for penultimate tangents is expressed in terms of µ as

µ′ = (µ1 +µ2 + · · ·+µdc
, . . . , µdc−2 +µdc−1 +µdc

, µdc−1 +µdc
− 1, µdc

− 1)

and the numerical functions r0(d) and n0(d, r) defined in 1.7 and 1.11, respectively, take the following
forms in terms of the multiplicity sequences:

r0(µ) =
dc
∑

d=1

µd(d − 1)− 1 and n0(µ, r) = r +
1
r

dc
∑

d=1

µd

�

�

d + r
r

�

− 1

�

.
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As a first step towards estimating r(d), the following shows that r0 often grows when passing
to the multi-degree associated with penultimate tangents, showing that r(d) takes the value of its
recursive call in its definition in 1.12 except in two families of cases:

2.2. Lemma. — r0(µ′) + 1< r0(µ) if and only if either µ= (µ1,µ2, 1) or µ= (µ1,µ2, 0, 1).

Proof. A computation shows that r0(µ′) = r0(µ) +
∑dc

d=1µd ·
�d−1

2

�

− 2dc + 3, and so the inequality in
question is equivalent to

∑dc

d=1
µd ·
�

d − 1
2

�

< 2dc − 4.

Since
�dc−1

2

�

≥ 2dc − 4 when dc ≥ 5, the result follows after a case analysis for dc ≤ 4. ■

This suggests that r(µ) may be computed by splitting [0,µ]∆ at one of the exceptions in 2.2; here
and in what follows, the partial ordering on multiplicity sequences is taken to be the ordering from
1.12 on the corresponding multi-degrees. Before proceeding, compute r(µ) when 1≤ dc ≤ 2: Since
r0(µ) = µ2 − 1 for any µ= (µ1,µ2), it is straightforward that

r(µ) =max{r0(µ), r(µ′) + 1}= µ2 − 1=

¨

#[0,µ]∆ − 2 if µ= (0,1), and

#[0,µ]∆ − 3 otherwise.

Generally, r(µ) may be expressed in terms of the length of the interval [0,µ]∆:

2.3. Lemma. — r(µ) = #[0,µ]∆ − 2 for any multiplicity sequence µ with dc ≥ 3.

Proof. Suppose first that µ is among the two cases of 2.2, wherein

r(µ1,µ2, 1) =max{µ2 + 1, r(µ1 +µ2 + 1,µ2) + 1}= µ2 + 1 and

r(µ1,µ2, 0, 1) =max{µ2 + 2, r(µ1 +µ2 + 1,µ2 + 1) + 1}= µ2 + 2,

and both results are equal to #[0,µ]∆ − 2. In all other cases, the interval [0,µ]∆ contains a unique
multiplicity sequence of the form ν= (ν1,ν2, 1). Inductively applying 2.2 gives

r(µ) = r(ν) + (#[ν,µ]∆ − 1) = (#[0,ν]∆ − 2) + (#[ν,µ]∆ − 1) = #[0,µ]∆ − 2. ■

The quantities arising in this formula for r(d) may be determined via a power series method. To
begin, for each i ≥ 0, consider the operator on Q[[x]] defined by

∆i F(x) ··= (1− x)−1F(x)− x i − x i+1.

Next, inductively define a sequence of integers {mi, j}i, j≥0 as coefficients of certain formal power
series as follows: Set F0(x) ··= 1, m0,0 ··= 1, and m0, j = 0 for j ≥ 1. Let i ≥ 0 and assume that Fi(x)
and {mi, j} j≥0 have been defined. Writing mi ··= mi,0, define

Fi+1(x) ··=∆
mi
i Fi(x) =··
∑

j≥0
mi+1, j x

i+ j+1.

The import of these quantities is that ∆i models the mapping µ ··= (µ1, . . . ,µdc
) 7→ µ′ ··= (µ′1, . . . ,µ′dc

)
which takes a multiplicity sequence to that associated with penultimate tangents in the sense that

if F(x) = µdc
x i +µdc−1 x i+1 + · · ·+µ1 x i+dc−1 + x i+dc G(x) for some G(x) ∈ Q[[x]],

then∆i F(x) = µ
′
dc

x i +µ′dc−1 x i+1 + · · ·+µ′1 x i+dc−1 + x i+dc H(x)

for some uniquely determined H(x) ∈ Q[[x]]. Writing µ(m) for the image of µ under m-fold iteration
of µ 7→ µ′, an induction argument shows that the quantities mi, j are related to r(d) via:
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mi, j 0 1 2 3
3 1 3 4 5
4 3 8 13 19
5 11 48 127 275
6 103 1106 7051 33955
7 6359 485280 21029990 654279500
8 20700541 88819638509 214404499562520 368104651084030885

F I G U R E 1. The coefficients mi, j for 3≤ i ≤ 8 and 0≤ j ≤ 3.

2.4. Lemma. — Let µ= (0, . . . , 0, 1) be the multiplicity sequence for the degree d. Then

µ(m0+m1+···+mi−1) = (mi,d−i−1, mi,d−i−2, . . . , mi,0) for each 0≤ i ≤ d − 1. ■

In particular, µ(m0+···+md−2) = (md−1) and so the interval [0,µ]∆ has length m0 + · · ·+md−2 + 2.
Combined with 2.3, this gives:

2.5. Corollary. — r(d) = m0 + · · ·+md−2 for any integer d ≥ 3. ■

To compute the mi, j , a direct computation shows that ∆mi
i may be expressed as

Fi+1(x) = (1− x)−mi Fi(x)− (x i + x i+1) ·
∑mi

k=0
(1− x)−k

= (1− x)−mi Fi(x)− (x i + x i+1) · x−1(1− x)
�

(1− x)−mi − 1)

= (1− x)−mi Fi(x) + ((1− x)−mi − 1) · (x i+1 − x i−1).

Extracting the coefficient of x i+ j+1 then gives recursive formulae for the {mi+1, j} j≥0:

2.6. Lemma. — For each i ≥ 0 and each j ≥ 1,

mi+1 ··= mi+1,0 =
1
2

m2
i −

1
2

mi +mi,1, and

mi+1, j =
1

j + 2

�

mi + j − 1
j

�

(m2
i + ( j − 1)mi + 2) +

∑ j

k=0

�

mi + j − k− 1
j − k

�

mi,k+1. ■

These formulae imply that the mi grow quite quickly:

2.7. Lemma. — m2
i < 2mi+1 for all i ≥ 1. In particular, 21+2i−4

< mi for all i ≥ 5.

Proof. This is true by explicit computation for 1≤ i ≤ 4. Assume i ≥ 5 so that mi−1 ≥ 3. Using the
expressions for mi and mi,1 from 2.6 gives

mi,1 =
1
3

m3
i−1 +

2
3

mi−1 +mi−1mi−1,1 +mi−1,2

=
2
3
(mi−1 + 1)mi +

1
3
(mi−1 − 2)mi−1,1 +mi−1 +mi−1,2 ≥ mi .

This coarse lower bound then gives 2mi+1 = m2
i −mi + 2mi,1 > m2

i . ■

The first few quantities are simple to determine: F1(x) = F2(x) = x2(1− x)−1, so that m1 = 0
and m1, j+1 = m2, j = 1 for all j ≥ 0. Computing further gives

F3(x) = x3
�

− 1+ (1− x)−1 + (1− x)−2
�

,

F4(x) = x4
�

− 1+ (1− x)−1 + 2(1− x)−2 + (1− x)−3
�

, and

F5(x) = x5
�

− 1+ (1− x)−2 + 3(1− x)−3 + 4(1− x)−4 + 3(1− x)−5 + (1− x)−6
�

,
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so that m3 = 1, m4 = 3, and m5 = 11; further computations are displayed in Figure 1. Applying the
binomial formula shows that the mi, j may be expressed as a polynomial in j ≥ 1 of degrees 1, 2, and
5, respectively. This type of structure persists for all i ≥ 3:

2.8. Lemma. — For each i ≥ 3, there exists unique integers ai,k ≥ 0 such that

Fi(x) = x i
�

− 1+
∑m0+m1+···+mi−1

k=1
ai,k(1− x)−k
�

.

In particular, there exists a polynomial fi(t) ∈ Q≥0[t] such that fi( j) = mi, j for each j ≥ 1.

Proof. The polynomial in the latter statement is:

fi(t) ··=
∑m0+m1+···+mi−1

k=1
ai,k

�

t + k− 1
k

�

.

Construct the asserted decomposition by induction, with the base case i = 3 being verified by the
explicit computation above. Let i ≥ 3 and inductively assume that such a decomposition exists for
Fi(x). Combined with the first expression for Fi+1(x) =∆

mi
i Fi(x) given above 2.6, this gives

Fi+1(x) = x i
�

− (1− x)−mi +
∑m0+m1+···+mi−1

k=1
ai,k(1− x)−mi−k − (1+ x)

∑mi−1

k=0
(1− x)−k
�

.

Write the central term as a sum of the form
∑m0+m1+···+mi−1

k=1
ai,k(1− x)−mi−k =

∑

ℓ∈Λ
(1− x)−mi−kℓ

for some index set Λ of size
∑

k ai,k = mi + 1. Choose any indexing Λ = {ℓ0,ℓ1, . . . ,ℓmi
} and now

rearrange the internal sum as

Fi+1(x) = x i
�

− 1+
�∑mi−2

k=0
(1− x)−mi− jℓk − (1− x)−k − x(1− x)−k−1

�

+
�

(1− x)
−mi− jℓmi−1 − (1− x)−mi−1

�

+
�

(1− x)−mi− jℓmi − (1− x)−mi
�

�

.

That Fi+1(x) has the desired form now follows from the following formula, valid for any a ≥ b+ 1:

(1− x)−a − (1− x)−b − x(1− x)−b−1 = x ·
∑a

k=b+2
(1− x)−k. ■

The next statement bounds mi, j in terms of mi . Let

bi, j ··=
�

mi + j − 1
j

�

·m− j
i =
∏ j−1

k=1

�

1
k+ 1

+
k

k+ 1
·

1
mi

�

,

which are decreasing in i by 2.7, and define real numbers ci, j for i ≥ 7 and j ≥ 1 inductively as
follows: Set c7, j = 1 for all j ≥ 1. Then for i ≥ 7, once the ci, j have been defined, let

ci+1, j ··= 21+ j/2

�

bi, j

j + 2

�

1+ ( j − 1)(2mi+1)
−1/2 +m−1

i+1

�

+
∑ j

k=0
bi, j−kci,k+1(2mi+1)

−(k+1)/4

�

.

2.9. Proposition. — mi, j ≤ ci, jm
1+ j/2
i with ci, j ≤ 1 for any i ≥ 7 and j ≥ 1.

The proof of 2.9 proceeds inductively on i ≥ 7 via the following statement:

2.10. Lemma. — Let i ≥ 7. Then the following inductive statements hold:

(i) If mi, j ≤ ci, jm
1+ j/2
i for all j ≥ 1, then mi+1, j ≤ ci+1, jm

1+ j/2
i+1 for all j ≥ 1.

(ii) If ci+1, j ≤ ci, j for all j ≥ 1, then ci+2, j ≤ ci+1, j for all j ≥ 1.
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Proof. For (i), using the formula from 2.6, the given hypothesis, and the lower bound of 2.7, and
comparing with the definition of ci+1, j gives:

mi+1, j =
bi, j

j + 2
m j

i (m
2
i + ( j − 1)mi + 2) +

∑ j

k=0
bi, j−km j−k

i mi,k+1

≤
bi, j

j + 2
m j

i (m
2
i + ( j − 1)mi + 2) +

∑ j

k=0
bi, j−kci,k+1m

2 j−k+3
2

i ≤ ci+1, jm
1+ j/2
i+1 .

For (ii), simply note that ci+1, j and ci+2, j are defined by the same formula, and the hypothesis implies
that each summand defining ci+2, j is smaller than the corresponding summand in ci+1, j . ■

Proof of 2.9. In view of 2.10, it remains to establish the base cases for when i = 7. Since c7, j = 1 for
all j ≥ 1, the base case for 2.10(i) is simply that

m7, j ≤ m1+ j/2
7 for all j ≥ 1.

Figure 1 gives m7 = 6359 and that the inequality holds for j = 1 and j = 2:

m7,1 = 485280< 507087.888 . . .= m3/2
7 and m7,2 = 21029990< 40436881= m2

7.

Let f7(t) ∈ Q≥0[t] be the polynomial from 2.8 interpolating the m7, j . The result would follow from

the stronger statement that f7(t) ≤ m1+t/2
7 for all real t ≥ 2. For this, it suffices verify that f7(t)

grows slower than m1+t/2
7 , which, taking logarithmic derivatives, is equivalent to

f ′7(t)≤
1
2

log m7 · f7(t) for all t ≥ 2.

As explained in the proof of 2.8, f7(t) may be written as a sum of binomial coefficients, and so the
inequality at hand may be rearranged and seen to be equivalent to:

0≤
120
∑

k=1

�

�1
2

log m7 −
k−1
∑

ℓ=0

1
t + ℓ

�

a7,k

�

t + k− 1
k

�

�

for all t ≥ 2.

Since each a7,k ≥ 0, it remains to observe that each of the differences appearing in the sum are
positive: for any 1≤ k ≤ 120 and t ≥ 2,

1
2

log m7 −
k−1
∑

ℓ=0

1
t + ℓ
≥

1
2

log6359−
119
∑

ℓ=0

1
2+ ℓ

= 0.00168 . . .> 0.

The base case of 2.10(ii) is the assertion c8, j ≤ 1 for all j ≥ 1. By definition of c8, j , the inequality
in question is equivalent to

(⋆)
b7, j

j + 2

�

1+ ( j − 1)(2m8)
−1/2 +m−1

8

�

+
j
∑

k=0

b7, j−k(2m8)
−(k+1)/4 ≤

1
2( j+2)/2

.

where m8 = 20700541> 16777216= 412. The main point will be to bound the quantites b7, j, the
first few of which may be explicitly computed and bounded:

b7,0 = b7,1 = 1, b7,2 = 0.50007 . . .<
2
3

, b7,3 = 0.16674 . . .<
1
4

, b7,4 = 0.04170 . . .<
1
42

.

When j ≥ 5, each new term in the product will be at most 1/4, so a simple bound is

b7, j = b7,4 ·
j−1
∏

k=5

�

1
k+ 1

+
k

k+ 1
·

1
m7

�

<
1

4 j−2
.



UNIRATIONALITY OF HYPERSURFACES VIA HIGHLY TANGENT LINES 15

The bound (⋆) may be verified for j = 1 and j = 2 by explicit computation:

1
3
(1+m−1

8 ) +
∑1

k=0
b7, j−k(2m8)

−(k+1)/4 = 0.345955 . . .< 0.353553 . . .=
1

23/2
,

b7,2

4
(1+ (2m8)

−1/2 +m−1
8 ) +
∑2

k=0
b7, j−k(2m8)

−(k+1)/4 = 0.131430 . . .< 0.176776 . . .=
1

25/2
.

When j ≥ 3, the bounds for m8 and b7, j together upper bound the left hand side of (⋆) by

1
4 j−2

�

1
j + 2

�

1+
j − 1
46
+

1
412

�

+
∑ j−3

k=0

1
42k+3

+
2
3
·

1
42 j−1

+
1

42 j+2
+

1
42 j+5

�

.

The internal sum may be bounded by a geometric series:
∑ j−3

k=0

1
42k+3

≤
1
43
·

1
1− 4−2

=
1

60
.

The remaining terms in the square brackets decrease with j, so are bounded by their values when
j = 3. Thus the entire term in the brackets is bounded by:

1
5

�

1+
2
46
+

1
412

�

+
1

60
+

2
3
·

1
45
+

1
48
+

1
411
= 0.217430 . . .<

1
4

.

Therefore, when j ≥ 3, the left hand side of (⋆) is at most 1/4 j−1, and this is less than 1/2( j+2)/2. ■

In particular, 2.9 shows that mi,1 ≤ m3/2
i . Combined with the formula for mi+1 in 2.6 and the

numerical lower bound of 2.7, this gives a bound on mi+1 in terms of mi:

2.11. Proposition. — mi+1 <

�

1
2
+m−1/2

i

�

m2
i <

�

1
2
+

1
22i−5

�

m2
i for all i ≥ 7. ■

Iteratively applying this bound gives, for any i ≥ 8, the first inequality in

mi <

� i−7
∏

j=1

�

1
2
+

1
22i− j−5

�2 j−1
�

m2i−7

7 < 22i−3−2i−7

where the second inequality comes from grossly bounding the term in the bracket by 1 and noting
that m7 < 213 < 224−1. After explicitly computing for i = 6, a simple induction argument gives the
following coarse upper bound on the sum computing r(d) from 2.5:

2.12. Proposition. — m0 + · · ·+mi ≤ 22i−3
for all i ≥ 6. ■

It remains to compute the quantity n(d) ··= n(d, r(d)) appearing in 1.14. Unlike the function r(d),
the maximum appearing in the definition of n(d, r) in 1.12 is often superfluous. Toward this, the
following identifies two situtations for when n0(d, r) is larger than n0(d′, r − 1) + 1:

2.13. Lemma. — n0(µ′, r − 1) + 1≤ n0(µ, r) for a multiplicity sequence µ= (µ1, . . . ,µdc
) and r ≥ 2

whenever one of the two conditions hold: (i) maxµ≤ r − 2dc − 1 or (ii) dc ≤ 4 and

dc!
24

�

− (12µ2 + 28µ3 + 46µ4) + (12µ2 + 24µ3 + 35µ4)r + (4µ3 + 10µ4)r
2 +µ4r3
�

≤ rdc .

Proof. A direct computation using binomial coefficient identities shows that

n0(µ
′, r − 1) + 1= r +

1
r − 1

� dc
∑

d=1

µd

�

�

d + r
r

�

− d − 1

�

−
�

dc + r − 1
r − 1

�

−
�

dc + r − 2
r − 1

�

+ 2

�
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and so n0(µ′, r − 1) + 1≤ n0(µ, r) may be rearranged to the equivalent inequality

(⋄)
dc
∑

d=1

µd

�

�

d + r
r

�

− rd − 1

�

≤ r

�

�

dc + r − 1
r − 1

�

+
�

dc + r − 2
r − 1

�

− 2

�

.

In the first situation, lower bound the right hand side by its first summand; for the left hand side,
use the common upper bound µd ≤ r − 2dc − 1 and coarsely estimate to obtain

dc
∑

d=1

µd

�

�

d + r
r

�

− rd − 1

�

≤ (r − 2dc − 1)
dc
∑

d=1

�

d + r
r

�

≤ (r − 2dc − 1)
�

dc + r + 1
dc

�

.

Putting the two bounds together shows n0(µ′, r − 1) + 1≤ n0(µ, r) holds whenever

(r − 2dc − 1)
�

dc + r + 1
dc

�

≤ r
�

dc + r − 1
dc

�

.

Expanding the binomial coefficients and simplifying shows that this is equivalent to

(r − 2dc − 1)(r + dc + 1)(r + dc)≤ (r + 1)r2.

The AM-GM inequality then upper bounds the left side by r3, yielding the result.
In the second situation, view both sides of (⋄) as polynomials in r; for instance, the left side is

r
24

�

− (12µ2 + 28µ3 + 46µ4) + (12µ2 + 24µ3 + 35µ4)r + (4µ3 + 10µ4)r
2 +µ4r3
�

.

Since r is positive, the right side of (⋄) may be lower bounded by its leading term rdc+1/dc!. Dividing
through by r/dc! and combining shows that (⋄) will be satisfied whenever the displayed inequality
in the statement holds. ■

From the inequality (⋄), it is clear that n0(µ′, r − 1) + 1 ≤ n0(µ, r) only holds if r and dc are
sufficiently compared to the multiplicities µd ; the criteria appearing in 2.13 may then be viewed as
two regimes for when this is the case. These simple bounds are enough to compute n(d):

2.14. Proposition. — n(d) = n0(d, m0 + · · ·+md−2) for any integer d ≥ 3.

Proof. The statement holds for 3 ≤ d ≤ 7 by explicit computation. So suppose d ≥ 8 and set
r ··= r(d) = m0 + · · · + md−2, the latter equality by 2.5. Let µ = (0, . . . , 0, 1) be the multiplicity
sequence associated with the degree d, and write µ(m) ··= (µ1, . . . ,µdc

) for that obtained upon iterating
the penultimate tangent transform m times. It suffices to show that

(♥) n0(µ
(m), r −m) +m≤ n0(µ

(m−1), r −m+ 1) +m− 1 for all 1≤ m≤ r + 1.

Split the range of m into three segments and use the criteria of 2.13 in turn:
Step 1. Apply 2.13(i) along the range 1≤ m≤ m0 + · · ·+md−5 by noting that maxµ(m) = µ1 for

any 1≤ m≤ r, from which it follows that maxµ(m−i) ≤maxµ(m) for any 0≤ i ≤ m, and that

r −m− 2d − 1≤min{(r −m+ i)− 2d(m−i)
c − 1 : 0≤ i ≤ m}

where d(m−i)
c is the largest degree in the multi-degree corresponding to µ(m−i). Together, this means

that if the inequality maxµ(m) ≤ r −m− 2d − 1 holds for some m≥ 1, then the hypothesis of 2.13(i)
is satisfied for each 0≤ i ≤ m, yielding corresponding inequalities

n0(µ
(m−i), r −m+ i) +m− i ≤ n0(µ

(m−i−1), r −m+ i + 1) +m− i − 1

for each 0≤ i ≤ m. Taking m= m0 + · · ·+md−5, so that

µ(m) = (md−4,3, md−4,2, md−4,1, md−4) and r −m= md−4 +md−3 +md−2,



UNIRATIONALITY OF HYPERSURFACES VIA HIGHLY TANGENT LINES 17

the inequality in question becomes md−4,3 ≤ md−4 +md−3 +md−2 − 2d − 1. This may be explicitly

verified for 8≤ d ≤ 10. When d ≥ 11, 2.9 and 2.7 together show that md−4,3 ≤ m5/2
d−4 ≤ 4m5/8

d−2, and
so the desired inequality will be satisfied whenever

4m5/8
d−2 ≤ md−4 +md−3 +md−2 − 2d − 1.

This inequality may be explicitly verified for d = 11. Since md−2 grows doubly exponentially in d,
this implies that the inequality also holds for all d ≥ 11.

Step 2. To apply 2.13(ii) when m0+ · · ·+md−5 < m≤ m0+ · · ·+md−3, view the inequality in the
hypothesis as a condition for whether or not the polynomial

xdc −
dc!
24

�

µ4 x3 + (4µ3 + 10µ4)x
2 + (12µ2 + 24µ3 + 35µ4)x +−(12µ2 + 28µ3 + 46µ4)

�

associated with µ(m) = (µ1,µ2,µ3,µ4) is nonnegative at x = r −m. This will certainly be the case if
r −m is larger than any root of this polynomial. Using Fujiwara’s bound, see [Fuj16], on the size of
roots of a polynomial with complex coefficients,

max{|x | : xn + an−1 xn−1 + · · ·+ a1 x + a0 = 0} ≤ 2 max{|an−1|, . . . , |a1|1/(n−1), |a0/2|1/n},

and the fact that µ1 ≥ µ2 ≥ µ3 ≥ µ4, the hypothesis of 2.13(ii) will be satisfied whenever

r −m≥

(

2max{µ4, (14µ3)
1/2, (71µ2)

1/3, (43µ2)
1/4} if dc = 4, and

2max{µ3, (6µ2)
1/2, (5µ2)

1/3} if dc = 3.

The left hand side decreases with m, reaching a minimum of md−3 +md−2 and md−2 in the cases
dc = 4 and dc = 3, respectively. On the right hand side, µdc

decreases with m, taking on maxima of
md−4 and md−3, whereas all other terms increase with m. Thus it suffices to verify the inequalities

md−3 +md−2 ≥ 2 max{md−4, (14md−3)
1/2, (71md−3,1)

1/3, (43md−3,1)
1/4}, and

md−2 ≥ 2 max{md−3, (6md−2)
1/2, (5md−2)

1/3}.

The second inequality follows easily from 2.7. As for the first, it may be explicitly verified for d = 8, 9;
then when d ≥ 10, 2.10 implies m1/3

d−3,1 ≤ m1/2
d−3, from which the bound follows since, for instance,

2 · 711/3 <
pm7 ≤

p
md−3. In conclusion, (♥) holds in this range.

Step 3. It remains to consider m0+· · ·+md−3 < m≤ m0+· · ·+md−2+1. When m≤ m0+· · ·+md−2,
then µ(m−1) = (µ1, r −m+ 1) and dc = 2, and a direct computation shows that

n0(µ
(m−1), r −m− 1)− 1− n0(µ

(m), r −m) = 2

so (♥) holds in this range. Finally, when m = m0 + · · · + md−2 + 1, then µ(m−1) = (md−1) so
n0(µ(m−1), 0) = md−1 and n0(µ(m),−1) + 1 = n0(0,−1) + 1 = −1 and (♥) holds. Thus (♥) holds
along each in the interval [0,µ]∆, and this shows that n(d) = n0(d, r(d)), as desired. ■

2.15. Theorem. — n(d)≤ 2(d−1)2d−5
for any d ≥ 6.

Proof. This may be explicitly verified for d = 6 and d = 7. Assuming d ≥ 8, set r ··= r(d) =
m0 + · · ·+md−2 as in 2.5, and 2.14 gives

n(d) = n0(d, r) = r +
1
r

�

�

r + d
d

�

− 1

�

≤ r +
1
2

rd−1 ≤ rd−1.

Applying the bound r ≤ 22d−5
from 2.12 then gives the result. ■
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